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SESAR 3 JU New instrument to Implement the Vision

©)

Accelerate through research & innovation the
delivery of an inclusive, resilient & sustainable
Digital European Sky

50+ founding members representing entire aviation
value chain (incl. new entrants)

e Horizon Europe - EUR 600 million

e Eurocontrol — up to EUR 500 million (in-kind &
financial contributions)

e Industry - EUR 500 million minimum (in-kind
& financial contributions)

Additional funds via Connecting Europe Facility (in
coordination with CINEA) to the value of at least EUR
200 million.
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SESAR 3 Joint Undertaking — research clusters

SINGLE EUROPEAN SKY

EURDIEAN ATH
MASTER PLAN

R Rty T

53] Digital
_I> i European Sky

Definition

&

Vv

DIGITAL EUROPEAN SKY PROGRAMME

EXPLORATORY
RESEARCH
(TRLO-2)
[

=
S '6R3
4= EEEZ
52 1527
o
g Som
=
1

INDUSTRIAL
RESEARCH AND |
VALIDATION '
(TRL 3-6) 1

DIGITAL SKY

(TRL 7-8)

DEMONSTRATORS

FAST-TRACK INNOVATION & UPTAKE

(TRL 2-7)

DIGITAL EUROPEAN
SKY PROGRAMME
QUTCOMES

@ SESAR Solutions

@ Industrialised
products

e Input to standards
and regulations

@ Accelerated market
uptake and
deployment

Horizon Europe funding
(directly managed by SESAR 3 JU)

Development

Deployment
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SESAR 2020 WBS on January 2021
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Some achievements
from SESAR 2020
Al projects
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HAAWAII 5esar
 The digitization of controller-pilot-communication can be used to significantly

enhance ATM safety and reduce ATCOs workload.

« HAAWAII built on very large collections of speech data, to develop, using ML, a new
set of speech recognition models for the London TMA and Icelandic Enroute
airspace.

» Objective 1:Exploit massive amounts of ATC voice and surveillance data (for
Al-based speech recognition and understanding).

» Objective 2: Automatically recognize and understand the controller-pilot
communication from operational data.

Achieved results:

 Automatic detection of readback errors between ATCO and pilot

» 82% of the occurring readback or hearback errors could be identified
automatically



4

SINAPSE sesdr

*SINAPSE proposed an intelligent and secured aeronautical
datalink communications network architecture design based
on the Software Defined Networking (SDN) architecture
model augmented with Al to predict and prevent safety
services outages, to optimize available network resources
and to implement cybersecurity functions protecting the
network against digital attacks.

Achieved results:

* |[dentified the Al methodologies suitable for cybersecurity and safety services.

 Prototyped datalink failure prediction solution using real-time monitoring over ANSP network
* ML methodologies predicted failures for satellite data and voice link communications.

* Achieved promising performance results using operational data for cybersecurity and saf,__e,,ty’:_
use cases.
8



Sesar

AISA, ARTIMATION, MAHALO, SAFEOPS and

-:Irﬁ‘epﬁlg ER4 projects have some commonalities :

* They prototyped their specific Solutions designed for increasing
automation in ATM in different operational contexts (CD&R, ATFCM,
Delay Prediction for optimising the use of runways, Go-Arounds
Prediction), by using different ML techniques.

* They carried out Human-In-The-Loop validation activities with
ATCOs by running highly automated eXplainable Artificial
Intelligence (XAIl) scenarios using the prototyped solutions and the
developed Visualization tools, aiming to identify needs and
strategies for addressing Transparency, Explainability Conformance,
Situation Awareness and Trust in the considered operational cases,
paving the way for the application of AI/ML technologies in ATM
environments.



o
White Paper on Al in ATM sesdl

* AISA, ARTIMATION, MAHALO, SAFEOPS and TAPAS delivered a
common White Paper on “Al in ATM : Transparency, Explainability,
Conformance, Situation Awareness and Trust’.

* [t reports the progress on the research performed by these projects
using Al when developing their respective Solutions, and their initial
findings.

Link to White Paper

10
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TAPAS sesar

* TAPAS objective was the exploration of highly automated eXplainable
Artificial Intelligence (XAl) scenarios through Human-In-The-Loop
validation activities and Visual Analytics, to identify needs and
Strategies to address transparency and explainability in the operational

cases considered, paving the way for the application of these AI/ML
technologies in ATM environments.

Achieved results:
« ATFCM and CD&R use cases tested.
« eXplainable Al prototypes developed for Automation levels 2 & 3 in both use cases.

* Integration with Visual Analytics tools to provide explanations to ATCOs on Al
decisions.

* Real Time Simulations in ATC platforms involving ATCOs from ENAIRE and PANSA'./
* Principles for Transparency in Al/ML applications in ATM. 11
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AISA sesar

» The AISA project investigated how to increase automation in ATM. To achieve

this, the project explored domain-specific application of transparent and
generalizable Al methods.

* This project developed an intelligent situationally-aware system allowing the
,té\l to take %art in shared (or team) situational awareness alongside ATCO
eam members.

* The Al is also able to explain the reasoninlg behind its decision when
confronted with the same problem as the ATCO.

Achieved results:

* Proof-of-Concept prototype system was developed.

* 48 monitoring tasks were automated (artificial situational awareness).

* 2 human-in-the-loop experiments involving 20 ATCOs were performed.

* Risk assessment: library of more than 70 risks and hazards, more than 149
mitigation measures. e
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SAFEOPS sesar

« SafeOPS investigated an Al-based decision support tool for ATC in the
context of go-arounds. The project researches how ATCOs handling
go-arounds could use the predictive information to adapt their strategies,
avoiding knock-on effects that can accompany go-arounds; and thereby
increasing safety and resilience.

« SafeOPS developed an Al-model, which can predict go-arounds and
enhanced a risk assessment method.
Achieved results:

* A ML model for predicting go-arounds was developed.
A Human-In-The-Loop simulation exercise was run with ATCOs to evaluate the
ML model’s impact on safety, capacity and resilience in the go-around scenario.
*A benefit to safety and resilience in complex go-around situations can be
achieved by allowing ATCOs to handle go-around situations proactively. :

- "///
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MAHALO sesar

« MAHALO focused on two constructs of human-Al interaction:

« Conformance, defined as the apparent strateqgy match between human and Al
systems.

» Transparency, which refers to the degree to which the system makes its internal
processes apparent to the operator.

 MAHALO conducted two field simulations at two sites, with 34 ATCOs , to evaluate
the impact of Conformance and Transparency on ATCQOs acceptance, agreement,
workload, and general subjective feedback.

Achieved results:

 MAHALQO developed ML solutions for Conflict Detection and Resolution
via:
» Supervised Learning - to mimic controller solutions
* Reinforcement Learning to generate ATCO independent optimized solutions

» Defined guidelines on how to incorporate conformance and transpareni
mechanisms of Al solutions to conflict detection and resolution.— 14
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ARTIMATION sesar

* Objective: Provide Transparency and Explainability to Al, build a
conceptual framework for building human-centric XAl and provide user
guidelines for further Al algorithm development with Al transparency.

* The project assessed the impact of different Visualisation techniques
for Al algorithms providing Explainability to the ATCO Conflict Detection
and Resolution task, and the impact of an Explainable Al (XAl) tool
supporting the ATCOs Delay Prediction task for optimising the use of

Augwa % results:

» Two XAl solutions were developed considering Transparent Al models with
Explainability, 1) for the Delay Prediction and Propagation tool and 2) for the Conflict
Detection and Resolution tool.

* In terms of Al methods developments, Random Forest (RF), LSTM, and Genetic .
algorithms are applied, and for the explanation, LIME, SHAP, Model centr/c o
explainability and user-centric explainability were considered. | el

o
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AISA, ARTIMATION, MAHALO, SAFEOPS, S€5dr
TAPAS Video

* AISA, ARTIMATION, MAHALO, SAFEOPS and TAPAS delivered a
joint video that was presented at SESAR Innovation Days in
Budapest in Dec 2022

* |t illustrates the key achievements of the five SESAR ER4 projects.

e link to Video

16
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SynthAlr

Improved ATM automation and simulation through Al-based universal models for synthetic data generation

SynthAlr’s mission is to increase the level of automation of ATM system by SINTEF
delivering novel Al-methods for synthetic data generation. This will leverage 4 9
the potential of synthetic data for tackling structural obstacles such as data TUDelft &
access and scarcity, privacy issues and bias in the data, for accelerating the
adoption of Al in ATM system ) deepblue

£ RESEARCH

EUROCONTROL

Objectives

RECOMEND ACCELLERATE

Conclusions, principles, the uptake of Al in the

IMPROVE DEVELOP EVALUATE VALIDATE

understanding of Universal Al methods for impact of synthetic data

Al-based synthetic data generating realistic pr;\;a:é?::sd':;::ﬁz thge through operational use
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TRUSTY

- Enhance the trustworthiness of Al-powered decisions in the context of remote digital towers (RDTs).

) A proof-of-concept of a trustworthy intelligent system for RDTs including MII}I] D
visualization, explanation, and generalization with adaptability, accuracy, triesis )

- (o) robustness, interpretability, fairness, accountability, and user &

p"’:\[ acceptability to ensure safe and reliable decision support.

®) deepblue

Objectives

The overall objective of TRUSTY is to do research and development on a trustworthy intelligent system for the RDTs
application domain i.e., taxiway inspection (i.e., bird hazard, presence of drones, drones and the need for drone

protection, autonomous vehicle monitoring, human intrusion, etc.) and runway monitoring (approach and landing)
misalignment warning.

* Provide a “Self-explainable” and “Self-learning system” for critical decision-making.

* Provide ‘Transparent ML models’ incorporating interpretability, fairness, and accountability based on
human-centred XAl and active learning.

 TRUSTY will use HCAI explanation and HAIT that can be easily accepted by the RDTs operators.

« TRUSTY aims to improve the transition process towards the use of RDTs by providing more trust to RDTs
operators through transparent and explainable systems



TRUSTY

- Enhance the trustworthiness of Al-powered decisions in the context of remote digital towers (RDTs).

Overall, the goal of is to provide
adaptation in the level of transparency to enhance the
trustworthiness of Al-powered decisions in the e
context of RDTs. While in an actual tower, operators e
have direct visual access to the taxiway and runway
monitoring, the RDTs concept only provides such
information through video transmission with a
warning and the corresponding explanation.

Trustworthy Intelligent System

TRUSTY system for remote digital towers (RDT5)

TRUSTY will consider several approaches, and they are listed:
* ‘Self-explainable and Self-learning’ system for critical decision-making
* ‘Transparent ML models incorporating interpretability, fairness, and accountability

Malardalen
University ‘ J
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®) deepblue

* ‘Interactive data visualization and multimodal human-machine interface/interactions (HMl), i.e.,

Graphical User Interface (GUI)’ for smart and efficient decision support
* ‘Adaptive level of explanation’ regarding the user's cognitive state.
 “HCAI” to enhance the trustworthiness of Al-powered systems.

* “Human-machine collaboration (HMC) or Human-Al teaming (HAIT)” to consider user feedback to

insure some computation flexibility and the users’ acceptability



ASTRA
Key objectives

1. Develop an Al-based Flow Management Position (FMP) function
to predict and resolve traffic hotspots at least 1 hour before they
are predicted to occur

2. Develop Human Machine Interface (HMI) concepts to allow
interaction between operators (namely FMP personnel) and the
proposed function

3. Demonstrate and validate the FMP function and associated HMI
concepts by conducting human-in-the-loop Real-Time Simulations
(RTS) in a representative operational environment with operational
staff

B . TINGENAV™ skyguide 1 il ®) deepblue




ASTRA
High-level logical architecture
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ASTRA
Al aspects

* Unsupervised ML will be used to predict and identify hotspots 1 hour
in advance on the basis of complexity metrics

* Deep Reinforcement Learning (RL) — or similar ML techniques — will be
used to resolve any predicted hotspots by means of ATFCM measures
(FL changes, ‘Direct to’ commands, etc.)

* Historic and synthetic data will be used, including surveillance data
and/or flight plan data from OpenSky ATM and/or Eurocontrol’s
Aviation Data for Research

* Explainable Al techniques will be used to give an insight into the
algorithms’ solutions

Lunerstata Malt e TINGENAV™  skyguide :: ) *) deepblue



JARVIS Al for Aviation IR01 JARVIS at glance

Coordinator: Stefano Riverso (Collins Aerospace)

Deliver three Al-based ATM solutions (digital assistants) to giﬁﬁg”gs 16 organizations

support pilots, ATC operators and airport operators in EU Budget: €10.847.805,53
non-safety and safety critical operations. Period of performance: Jun 23 — May 26

Humaq Al - Assurgd Al Big Data &
Solution 1: Design and validate an airborne digital assistant to support e Witteraior ivastackies
= Whitepaper

pilots in current and future operations.
Team: Collins Aerospace (lead), Boeing, Deep Blue, DLR, NLR, Leonardo

8lg Data & Cloud

Solution 2: Design and validate an ATC digital assistant to support ATC \
operators in different tasks (Conflict Resolution, Planning, [ - . _—
Optlmlzat|on) Qd guidansg
Team: CIRA (lead), Airbus DS, ENAC, ENAV, ENAIRE (and CRIDA), INDRA, Leonardo, NAIS » 4

-

Qv 5 Control
by Towers
IMll=

Solution 3: Design and validate an airport digital assistant to support

airport operators in several operative, safety tasks. p—
Team: Athens International Airport (lead), EUROCONTROL, Indra, Swedavia simulator

~ ~3 - /’/". ’
Leonardo = s
ATR - /f”
Co-funded by simulator &

the European Union e N

4
S(?ﬁaf




JARVIS Solution 1 - Airborne Digital Assistant (TRL4)

Objectives

= Design, develop and deliver an on-aircraft collaborative, transparent,
trustworthy, and intelligent digital assistant platform for pilots in
support of Single Pilot Operations and Reduced Crew Operations.

=Develop an innovative and adaptive human-centric HMI
=Develop an advanced Al-based decision aide system
=»Develop Al-based automated functions and routines

¥Leverage cybersecurity and Al assured design frameworks to drive
the airborne digital assistant lifecycle

4
f‘ ( ) !; a r _ Co-funded by

. the European Union

Generalized Context Diagram
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Exercise 1 — A320 Flight Simulator

Exercise 2 — ATR Flight Simulator

Collins Aerospace leads the overall exercise

DLR and Leonardo leading validation exercises

Deep Blue and NLR focusing on human assessments and integration human-Al teaming




JARVIS Solution 2 — ATC Digital Assistant (TRL4)

CIRA, ENAV, Leonardo, NAIS

Objectives

Exercise 1 — Al-Powered CORA

ENAV leads the overall exercise, provides the platform

CIRA models the Al Algorithms

Leonardo prototypes the algorithm in Industrial Environment
5 NAIS in details leads HP assessment, CBA Safety Assessment —
e A ; : : supports the package deliveries

= Design an ATC Digital Assistant

=Develop and validate the different functionalities of

the ATC Digital Assistant

Airbus DS, ENAC

»Al-powered Conflict Resolution

Exercise 2 — Al-Powered CORA

ENAC leads the overall exercise

Airbus develops the Al prototype

ENAC provides the data and platform and support the Al tuning

=Automated Flight Plan Corrector

=»Advanced short term air traffic forecasting

ALGERIA
~Direct Path Recommendation
=Automated OLDI Coordination Message CRIDA, ENAIRE, INDRA
Corrector

Exercise 3 — Spanish Exercise Automated Flight Plan corrector (ENAIRE)

Exercise 4 — Digital Assistant for Direct Path Recommendation (ENAIRE)
Exercise 5 — Automated OLDI Coordination Message Corrector (ENAIRE)
Exercise 6 — Advanced short term air traffic forecasting (INDRA)

CRIDA support the Al tuning

INDRA develops prototypes in industrial environment

ENAIRE provides the platform

‘,1 ( 3 !; a r Co-funded by _L /1

the European Union e
= <l 27




JARVIS Solution 3 = Airp

Objectives

FAssess and demonstrate the Al technology capabilities across the whole
spectrum of airport operations, in a balanced way, touching on both
aviation safety and operational efficiency, airside and landside.

= Reveal the hidden potential of higher operational efficiency, as a result
of enhanced aviation safety.

=¥ Use of Al for planning of more predictable operational processes,
end-to-end.

ort Digital Assistant (TRL6)

Exercise 1 — Digital APOC — Aviation Safety

Exercise 2 — Digital APOC — Operational Efficiency

Athens International Airport leads the overall exercise

INDRA delivers technology ecosystem

Swedavia supports requirements and use cases definition

EUROCONTROL keep solid regulatory and standardization alignments across airports operations

'1 ( 3 '; ,‘) r Co-funded by
P the European Union




Who is behind Darwin? The

consortium
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Darwin Goals

* Develop Adaptable Automation capable of dynamically (re)assign tasks between
a pilot and a set of digital assistants based on the pilot health state, and both
current and predicted task load.

* Develop procedures for ATM together with related operational and
interoperability requirements on ground/airborne systems and services.

 Demonstrate feasibility of the Adaptable Automation and procedures through
their realization in real environment.



4,
DARWIN Project Objectives (1/3) sesdr

Main Operational Objective

« Demonstrate dynamic distribution of on-board
activities between pilot and automation on a CS-23
scenario, with same or lower workload. ' e Y

« Provide a set of guidelines for: "

1. Design of human-Al collaboration on-board of an
aircraft;

2. Interaction between the aircraft entity (pilot-Al)
and air traffic controllers;

3. Regulatory authorities;

4. Creators of tasks/tasklists.

e Validate that DARWIN concept enables efficient
Human-Al collaboration, maintains or reduces human
workload in the cockpit (eMCO/SPO vs multi-crew Safety & Security Aspects Caitifoation Piacass
flight deck), while pilot still maintains necessary
situational awareness and can take over full control of
the mission, if necessary, in both nominal and
non-nominal scenarios (e.g., pilot incapacitation, P
emergency landing, go-round). s

Trustworthy Machine Reasoning Al Platform

! upporting Ohiletllve

Support Regulatory & Human-Al Collaboration

Guidelines




DARWIN Project Objectives (2/3)

Technical Objective 1

Develop & Validate
Trustworthy Machine
Reasoning Al Platform

* Develop reusable,
safety-critical decision-aiding
and decision-making
platform enabling the
implementation of principles
and features for the highly
regulated aviation market

 Mature it to TRL7

Technical Objective 2

Develop & Validate a Pilot
State and Taskload Monitor

» Develop a monitor for

non-invasive detection of
potentially dangerous human
states — including
incapacitation — and
assessing pilot performance
and taskload

 Mature it to TRL7

Ssesar

Technical Objective 3

Develop and Implement
Human-Al Collaboration
technology

» Develop Al-powered
Adaptable Automation and
collaboration concept in 2
phases:

* Phase A - Agile concept
formation, prototyping and
early validation

* Phase B — Agile Maturation
* Mature it to TRL7

32



DARWIN Project Objectives (3/3) Sesdr

Supporting Objective 1 Supporting Objective 2 Supporting Objective 3
Conduct Safety & Security Develop Certification & Develop Human-Al
analysis for Level 4 Automation Regulatory Approach Collaboration Guidelines
for SPO « Will include review of existing » Will focus on how human — Al
- Assessing both cyber and regulatory standards, interaction shall happen

physical risks of Level 4 identification of gaps and

Automation definition of mitigation strategies

for Trustworthy Machine

Reasoning and Human-Al
Collaboration



sesar

DARWIN Expected Results

Adaptable Automation & Human-Al collaboration CONOPS

Implemented Adaptable Automation at TRL7

Implemented Pilot State & Taskload Monitor at TRL7

Implemented Trustworthy Machine Reasoning Platform at TRL7

Successful validation concluded through a demonstration in the real environment
Task data format for Human-Al collaboration

Recommendations for Standards & Regulations updates

Guidelines

© NO O~ ®Ddh =

34



hucan

Holistic Unified Certification Approach
for Novel ATM-related systems based
on advanced automation

HUCAN
Key objectives

— Review the most prominent trends and challenges in advanced automation and Al-powered applications
in different domains, with particular focus on ATM.

— Analyse the legal and regulatory features and critical issues of automated/Al technologies, including an
assessment of the current certification systems, highlighting their potential and limits.

— Design novel methods and procedures of certification of ATM-related systems based on high levels of
automation, including Al-powered ones.

— Develop a set of suitable guidelines and associated toolkit for the development of automation and Al
technologies, with the aim of streamlining the certification/approval thereof.

$) deepblue C) FEul 4#7 &=~ d-flight

Centro Italiano Ricerche Aerospaziali




hucan

Holistic Unified Certification Approach
for Novel ATM-related systems based
on advanced automation

HUCAN
Al aspects

— Although the focus of the project is on highly automated systems, including the Al-powered ones, the
project does not foresee Al-based activities and will not design and develop Al-based tools.

— However, its Al aspects are extremely relevant as the project will explore the key topic of how to certify
highly automated and Al-powered solutions and will propose a holistic approach to certification

— The project will refer to 4 case studies specifically focused on solutions for capacity on demand and
dynamic airspace allocation. Cooperation with other Al-based projects is more than welcome.

$) deepblue C) FEul 4#7 &=~ d-flight

Centro Italiano Ricerche Aerospaziali




More detailed
information on SESAR

2020 Al Projects
(backup slides) -
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Thank you for your attention!

More information:

alessandro.prister@sesarju.eu




sesar’

JOINT UNDERTAKING

Selection and
development of
suitable and
explainable Al/ML
methods in the
operational cases /

EUROPEAN PARTNERSHIP

T/ % PAS

TAPAS research objectives

Exploration of automated
XAl scenarios through
validation activities and VA
to identify needs and

strategies to address
transparency and
explainability in the
operational cases considered

/
Identification of
principles and criteria
for Al/ML
transparency/explain
ability in ATM
domain scenarios

Co-funded by
the European Union
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Sesar T s TAPAS Research results

 Two different use cases tested: ATFCM and CD&R

e XAl (eXplainable Al) prototypes developed for
Automation levels 2 and 3 (as defined in ATM MP), in

both use cases

* Integration with Visual Analytics tools to facilitate the
B f”—*“ "

provision of explanations on Al decisions

* Real Time Simulations in ATC platforms involving experts -
ATCOs from ENAIRE and PANSA s -:; o

* Principles for Transparency in Al/ML applications in ATM == - =r .
(general, feeding EASA roadmap) —
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Co-funded by
the European Union
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AISA Objectives qesar

* Explore the effects of human-machine distributed situational
awareness

* Improve transparency and explainability

Team SA

mm AISA should be aware of:

e the traffic situation
e its own (system’s) state
e other team member’s states

Executive Planning
ATCO SA ATCO SA

Executive
QO SA

Current Situation Fulure Vision P
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AISA System
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Operations:

Supporting ATCOs by
automating tasks

Training and operations:

ML inputs come from

the KG

H_‘F m m | Filling in the gaps
EEN
[ |
|
SESN N [
\_ L ! )
J EI -
=.f:
Training only: Training and B
Capturing human operations:

knowledge and
experience

Predicting future
states




AISA Results

* Proof-of-concept system developed
e 48 monitoring tasks automated (artificial situational awareness)
* 2 human-in-the-loop experiments
 1st: to gather data, to compare human vs artificial SA, 20 licensed ATCOs,
5 exercises each
* Result: in the scope of the experiment, human and artificial SA are
comparable (human underperforms a bit)
e 2nd: to see how much support can be provided to ATCOs, 16 ATCOs, 5
exercises each, providing support via audio
e Result: ATCOs dislike using audio for this, support is often not
provided at the required time, plenty of room for improvement
* Risk assessment: library of more than 70 risks and hazards, more than 140
smitigation measures
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How should we build Machine Learning?

Conformance Transparency
Does automation seem to match human |s automation’s inner process explainable
strategies? to human?
TRANSPARENCY
Low High
Low
Stupid automation Peculiar automation
“It’s doing a strange thing, “It’s doing a strange thing,
and | don’t understand but | understand why...”
B why...”
High
Confusing automation Perfect automation
“It’s doing the right thing, but “It’s doing the right thing,

| don’t understand why...” and - | understand why...”




MAHALO objectives

/Develop ML solutions for CD&R via: B

e Supervised Learning - to mimic controller solutions (conformal)
 Reinforcement Learning — to generate (ATCO independent)
u optimized solutions

J
~

Empirically evaluate conformance and transparency

Y )| TRANSPARENCY I~

Low
conformance

High
conformance

Human Best tradeoff Al
optimal between optimal
solutions human and Al | solutions

\ solutions? J

[Goal: Derive general design lessons

NG




Strategic conformance

[ “the apparent strategy match betwee@
human and automation solutions”




Automation.transparency

EXPLAINA £

| TRANSPARENCY |

g 86

“the automation’s ability to afford
understanding and predictions about its
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Conformance & Transparency.variables

Conformance

Transparency

Optimal
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Scenarios
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+ Conducted a state-of-the-art review of ML advances to CD&R,;

- Developed & demonstrated a ML CD&R capability;

- Designed an experimental user interface & simulation capability;

- Integrated ML capabilities with the simulator & interface;

+ Conducted a pair of two-phase experiments (Training pre-test, and
Main experiment) with 36 controllers that varied ML model
conformance and advisory transparency

+ Provided results showing:

- effects of strategic conformance on advisory response;
- advisory response was affected by the match between

preferred and proposed separation distance; and

- no effects of transparency.

)

MAHALQ

Modern ATM via Human/Automation
Learning Optimisation



SafeOPS Scenario and Objectives

Scenario:
Go-Arounds:

* Go-arounds are standard procedures for ATCOs and Pilots

* On average, 3 out of 1000 approaches result in a go-around
Under certain conditions, go-arounds can become complex, e.g:
* High congestion

* Conflicting departure and missed approach procedure -
0 Knock-on effects:
* Separation challenges
* Wake turbulence challenges
* High (peak) workload for ATCO and Pilots to ensure safety
Objectives:
f Develop an AlI/ML tool for go-around predictions and explore it in terms of
<O) achievable performance metrics as well as explainability.
(.. Enhance a risk assessment method, such that it can cope with the introduced Al/ML
(O) based solution for the described go-around scenario.
(0' Investigate the Al/ML-based decision support solution and evaluate the effects on
O capacity, safety, and resilience in the go-around scenario o

SESAR 3 JU PRESENTATION 26-06-23 P -



SafeOPS (Ai) Achievements

Results:

SafeOPS performed a benchmark study on various ML algorithms and assessed
their suitability for predicting go-arounds. Based thereon, an ML model for
predicting go-arounds was developed.

Based on the ML prototype, SafeOPS performed a Human-In-The-Loop
simulation exercise with Controllers to evaluate the ML model’s impact on
safety, capacity and resilience in the go-around scenario.

In conclusion, SafeOPS found that these proactive solutions benefit the safety
and resilience of the ATM system in complex go-around situations by providing
controllers more time and the possibility to handle go-around situations
proactively.

On the contrary, proactive tactics can reduce capacity/efficiency in case of false
prediction, but only negligible, compared to the overall capacity increase
foreseen in the eATM Master Plan.

SESAR 3 JU PRESENTATION 26-06-23

One day of position information from the
training data set in EDDF before and after -
data cleaning

/
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ARTIMATION 5 deepblue 1T B
Key ObjeCtiveS niversity

1. Research Objective: Provide transparency and explainability to the Al, build a
conceptual framework for building human-centric XAl and provide user
guidelines for further Al algorithm development and application with Al
transparency in ATM domain

2. Technical Objective: Design human-Al-interaction (hAli) to provide a
data-driven storytelling. And define a data exploration approach through
visual analytics and evaluate the XAl by novel immersive analytics
technologies with virtual reality and Brain-Computer Interface (BCl) systems

3. Social Objective: Develop transparent Al models for ATM operators with
better integrated approach between them and Al, with guidelines for
shortening the training period.

ADTT This project has received founding from the SESAR Joint Undertaking grant agreement No. 699381 under 4
FAN o |V| - -01-
‘p T L AT I[“- ? N European Union’s Horizon 2020 research and innovation programme SESAR-ER4-01-2019 SES,AR
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ARTIMATION
High-level logical architecture

Al system without XAl

ATM tasks

o Mbmmlm

Decision mw
Recommendation >
ATM Operator
Al system with Transparency l ATM tasks
‘n'aming Dataﬁaation Machlne Transparent Explmm Nt / . :mmnﬁbm -
) ATM Operator |
ARTIMATION sesar-cra-01-2010 [ SESAR -



ARTIMATION D cesptius J11 B
Al aspects o

* Two XAl solution tools have been developed considering transparent Al models
with Explainability, 1) for the delay prediction and propagation tool and 2) for the
Conflict detection and Resolution (CD&R) tool.

* In terms of Al methods developments, Random Forest (RF), LSTM, and Genetic
algorithms are applied, and for the explanation, LIME, SHAP, Model centric
explainability and user-centric explainability were considered.

* A lifelong machine learning framework and integration of a causal model for
explaining the delay prediction tool were investigated.

* The development of user-centric explainable artificial intelligence and adaptive
human-computer interface for explaining the conflict detection and resolution
tool.

NEETT 3 This project has received founding from the SESAR Joint Undertaking grant agreement No. 699381 under 4
! \P T 1 M AT IC ? N European Union’s Horizon 2020 research and innovation programme SESAR-ER4-01-2019 SE,S,AR
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HAAWAII — Main Objectives and Use Case CPDLC / Radar Labels #
DLR

= Objective 1 [J Exploit massive amounts of ATC voice and surveillance data (for
Al-based speech recognition and understanding)

= 4100 hours incl. silence (3024 hours from ISAVIA, 1104 hours from NATS incl. London TMA)
= 500 hours without silence (83 hours from ISAVIA, 403 hours from NATS)

= Objective 2 [ Automatically recognize and understand the controller-pilot
communication from operational data

= Callsigns correctly recognized: Up to 97.5% (ATCO), 96.0% (Pilot)
= Commands correctly recognized (incl. callsign): Up to 93.0% (ATCO), 80.0% (Pilot)
= Errors not automatically detected: Up to 3.6% (ATCO), 9.7% (Pilot)

= Use Case 1: Automatic Pre-filling of radar labels and CPDLC messages with voice
information

= Up to 93% of CPDLC relevant content could be recognized automatically
= Up to 95% of the content for radar label maintenance could be recognized automatically

Matthias Kleinert, Institute of Flight Guidance 21.06.2023



HAAWAII — Use Case Readback Error Detection #
DLR

= Use Case 2: Automatic detection of readback errors between ATCO and pilot
= 82% of the occurring readback or hearback errors could be identified automatically
= With 67% a lot of events are still falsely identified as readback errors (further research is needed)

= Readback Error Detection results are achieved combining two independent approaches
= Rule-Based [ Almost no data needed, but lots of implementation effort for algorithms
Data-Driven(Al) [ Lots of data examples with readback errors (hard to collect) needed
Future Challenges
= Which kind of readback error needs ATCO attention?

= How to collect large amounts of operational recorded readback errors (seldom events) to advance Al
approaches?
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Rule- Based Approach Data-Driven Approach

Matthias Kleinert, Institute of Flight Guidance 21.06.2023
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HAAWAII — Applied Technologies

Language Model Typical 3-gram language model.

Speech Understanding

Data-Driven-1 Named Entity Recognition with a fine-tuned BERT language model.

Readback Error Detection

Data-Driven Sequence classifier based on BERT pre-trained encoder in a cross-encoder setup.

Matthias Kleinert, Institute of Flight Guidance 21.06.2023
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\2‘3 SINAPSE

Intelligent & secured Aeronautical Datalink Communications
network based on Software Defined Networking (SDN)
augmented with Artificial Intelligence (Al)

Intrusion and Prevention Detection System

Securing Al for Cybersecurity Attacks
Intelligent Cybersecurity functions

Prevent ATN CPDLC Provider Abort

- Predict safety services outages
R TR
@ == » 4 c 2 ﬂ 7 SDN for ATN powered by Al
] srtwWARN MULTI- Swequrity Avallabaity P ferma e
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S QoS prediction
€LA55 A SKTCOM : ; — ’Q\

> . ((.)) ~', o /
x. i sy
LDACS # \ Q ). ALTYS TECHNOLOGIES
\ ‘._ @ CONLAN ™ MM LLA L

@ it rs

o B - SRV RSITY of LERE Sl pEAL
ENAIRC = SPaRADrORD  FREGERIS

ALHOMAL L

L OMSON * L W COMS NRNLM wepsi ONVIRTIUW M

Future air-to-ground data communications
network architecture

© -2023 — SINAPSE Consortium. All rights reserved. Licensed to the SESAR3 Joint Undertaking under conditions
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SINAPSE objectives SESAR;J*
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Intelligent & secured Aeronautical Datalink Communications network based on
Software Defined Networking (SDN) augmented with Artificial Intelligence (Al)

* Predict and prevent safety services outages (e.g., ATN CPDLC)
* Optimize networking (e.g., QoS prediction and path selection)
* Intelligent Cybersecurity functions
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Traditional Network Software Defined Network SINAPSE Project @
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© — 2023 - SINAPSE Consortium. All rights reserved. Licensed to the SESAR Joint Undertaking under conditions




Predict and prevent safety services outages SESAR »
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Al/ML approach Prediction SESAR

JOINT UNDERTAK'NG*
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Data Sources Al Model Performance

- //. = . : Ay -~ .« Threshold based
_ End-to-end performance » Median prediction interval 10 min

Packet Sniffer monitoring - Precision degraded bayond 2 min

predictive
—ih— » Transport Layer level Analytics Model
» At end system level

Lat,AlE)Sn.,BAh, )} ‘jy * AircraftPositioning data RNN & NCDE Al trained —automated pipeline _Connectivity
Airline, Callsign 2, - Partial coverage Model - Median prediction interval 30 min failures prediction
e, Precision degraded beyond 3 miin
, - |
%ngx‘nzk % . Data.link'performance‘ RNN & NCDE
mon.ltorlng IModel « Al trained — automated pipeline
= Partial coverage + Expecting enhanced performances
Data availability Missing Data Robust Opportunistic Monitoring Architecture
Semi-blind end-to-end performance monitoring and failures prediction
DATA Availability DATA Type of ML Models Predictions
sSources
« Complementary top to *  RNN & NCDE Models can «  Cross check with
down «  Network predict using partial data (i.e., detected events
 Unbalanced data as rear «  Positioning attributes not always available) from operational
outage events « Radios system

© -2023 — SINAPSE Consortium. All rights reserved. Licensed to the SESAR3 Joint Undertaking under conditions
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Al Methodologies, Prototypes and Results SESA&¥

***

-

* |dentified Al methodologies suitable for cybersecurity and safety services,
including RNN, LSTM and NCDE.

* Promising performance results using operational data for cybersecurity and
safety use cases

* Prototyped datalink failure prediction solution using real-time monitoring
over ANSP network

e ML methodologies predicted failures for satellite data and voice link

communications
* Federated collaborative learning prototyped and assessed for cybersecurity
models
Level 1 - Securing the SOH Level 2 - Securing Al from Level 3- Protecting AT against 200 fos
Controlier using Al Cybersecurity Attacks nz‘a‘l:il(;ﬁ:\’liﬂ?{:;:" =TT vilidation
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